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Abstract
From the beginning of COVID-19 pandemic, numerous mutants of SARS-CoV-2 have since been evolved owing to high

transmissibility and virulence. Due to the limited effectiveness of previously imposed vaccines and preventive therapies,

these strains are still causing concern. This paper proposes comparative evaluation of three novel genomic signal pro-

cessing-based methods employing discrete wavelet decomposition with lifting (DWT), discrete Fourier transform (DFT),

and singular value decomposition (SVD) for the classification of emerging SARS-CoV-2 variants utilizing feature

extraction from collected SARS-CoV-2 variants acquired from the NCBI virus database. The efficiency and accuracy of the

proposed alignment-free algorithms have been tested using three Coronavirus datasets including human Coronavirus

(HCoV), SARS-CoV-2 variants (CoV-Variants and Omicron). The viral nucleotide sequences which are converted into

numerical representation leveraging purine-pyrimidine mapping, DNA walk & Z-curve are fed into DWT, SVD, & DFT

processors, respectively. In the approach with DWT, the second-generation wavelet transform employs two best wavelet

bases Daubechies (Db) and Biorthogonal (Bior) based on the validation of the HCoV dataset for the feature extraction of

the CoV-Variants dataset. Various machine learning algorithms, such as Support Vector Machine, K-nearest neighbors,

and ensemble, are used to classify the virus strains and evaluate the efficacy of the algorithm. Finally, hyper-parametric

tuning is done utilizing the Bayesian optimization technique to select the best fit model for KNN and SVM. The proposed

algorithm has successfully classified the CoV-Variants dataset with an average accuracy of 98.76% utilizing the DWT,

DFT, and SVD, while the best-achieved accuracy for this dataset is 98.9% using the DWT technique employing purine–

pyrimidine mapping. The best-achieved accuracy rate for predicting Omicron is 99.8% using SVD-based technique. The

best-obtained accuracy for HCoV dataset is 100% resulted in all three methods.
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1 Introduction:

A specific type of RNA virus called a Coronavirus, which

is a member of the distinguished Coronaviridae family, can

cause respiratory and gastrointestinal problems in mam-

mals, including humans. The genetic blueprint of Coron-

aviruses spans a range from 26 to 32 K, encompassing a

remarkable breadth. Although the seasonal flu and COVID-

19 manifestations occasionally exhibit similarities, it is

worth noting that the latter boasts a mortality rate

approximately four times higher than its counterpart

(Abdelrahman et al. 2020). The global devastation caused

by the COVID-19 virus persists, owing to the periodic

emergence of malicious strains. Consequently, to effec-

tively combat the perils of COVID-19, comprehensive

tracking of demographic and clinical particulars, in con-

junction with strain information, becomes an imperative

necessity.

RNA virus genomes possess a proclivity for frequent

mutations, resulting in a plethora of diverse variants readily

available in the natural world. This phenomenon has cat-

alyzed the emergence of novel species capable of
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infiltrating previously untrodden hosts. The recent discov-

ery of the highly mutable SARS-CoV-2 has shed light on

its extraordinary genome length, surpassing that of other

RNA viruses. Consequently, this viral entity showcases

unparalleled flexibility in accommodating and modifying

genes (Woo et al. 2009). It is noteworthy that this adapt-

ability has given rise to various strains, such as Alpha

(B.1.1.7), Beta (B.1.351), Gamma (P.1), Delta (B.1.617.2),

and Omicron (B.1.1.529), which are rapidly proliferating

across the globe (Hirotsu and Omata 2021). Therefore, it

becomes imperative to undertake real-time classification of

the SARS-CoV-2 variants by meticulously comparing

copious sequences that are regularly uploaded onto inter-

national databases like NCBI, GISAID, NGDC, and Virus-

host DB. By comprehensively analyzing the entire genome

of diverse SARS-CoV-2 strains, researchers can harness

knowledge from closely related variants as a foundation for

designing antiviral drugs and/or pioneering vaccine inno-

vation endeavors.

2 Literature survey

Classification of novel Coronavirus from similar types of

other viruses like Influenza, Parainfluenza, Respiratory

syncytial virus, Rhinovirus, and Adenovirus is important as

Coronavirus disease is severe compared to other viruses

which mainly responsible for the seasonal common cold.

Novel Coronavirus also known as SARS-CoV-2 is very

much similar to SARS-CoV-1 and MERS in terms of

infectivity and virulence compared to other human

Coronaviruses to which the human body has a good

immune response. Although the symptoms of SARS-CoV-

2 and other common cold viruses are the same at the initial

stage, novel Coronavirus (COVID-19 disease) cannot get

decimated within a week, but the symptoms suddenly

increase advancing every part of the human body. As an

effect, human lungs get infected by pneumonia and severe

breathing distress may occur. Similarly, other vital organs

are also affected and sometimes stop their normal func-

tioning requiring comprehensive medication, hospitaliza-

tion, and critical support to patients. Therefore, early

detection of SARS-CoV-2 is important to provide essential

support and boost the immune response to fight the disease.

Also, it is important to discriminate SARS-CoV-2 from

other human Coronaviruses as they are less symptomatic

and recessed easily. As the pandemic progresses various

lineages and sub-lineages are also circulated as the virus

mutates to survive vaccine and antiviral therapies. Classi-

fication of various lineages is important as infectivity and

severity are different for different viruses and their vari-

ants. To detect SARS-CoV-2 infection various machine

learning and deep learning methods are implemented at the

classification stage after efficient feature extraction by

various means. Proper feature extraction is an important

stage in machine learning-based techniques, whereas deep

learning framework has various types of filters for effective

feature capturing. Diagnostics features can be extracted

from CT scans, X-rays, laboratory findings of infected

persons, and genome sequences of viruses collected from

blood samples. Following are the discussions about the

current state-of-the-art of the proposed work.

(i) Deep learning (DL)-based classification

Deep learning algorithms have the capability to extract

important features from the input data fed into them. The

DL network is generally designed to take two-dimensional

matrices such as images as input. Based on the extracted

features, the DL network is able to classify objects, in our

case Coronavirus sequences. For genomic sequences to be

classified using DL, they must be converted into images by

some mathematical transform. The DL method was applied

by Ahsan et al. to classify SARS-CoV-1, SARS-CoV-2,

and MERS (Ahsan et al. 2021). For that, they considered

genomic sequences from the 29,000th nucleotide position

to the end of the genomes as this hot zone is responsible for

encoding nucleoprotein and spike protein of Coronavirus.

The Coronavirus sequences are converted into binary

images before application to the convolutional neural net-

work. Ullah et al. employed a temporal convolutional

neural network for accurate classification of SARS-CoV-2

variants (Ullah et al. 2022). The genomic sequences of

virus variants were digitalized using the integer label

Binarize method. The technique achieved 88.36% accuracy

using a temporal convolutional network classifying eight

different variants of SARS-CoV-2 including Omicron.

Another convolutional neural network-based DL classifi-

cation model was proposed by Camara et al. to classify

viruses and other organisms using genome sequences

(Câmara et al. 2022). The study compared 1553 SARS-

CoV-2 and 14,684 other virus sequences for classification.

The image representation of viral genomes was done using

the k-mer method where k = 6. The model classified

AlphaCoronaviruses, BetaCoronaviruses, and DeltaCoron-

aviruses with good accuracy scores. The genomic signal

processing-based feature is employed in de Souza’s study

to classify SARS-CoV-2 from other human Coronaviruses

(Souza et al. 2023). The method used chaos game repre-

sentation succeeded by discrete Fourier transform to build

unique signatures of each genome to be classified by

convolutional neural network (CNN). Azevedo et al.

recently designed a technique to differentiate between

SARS-CoV-2 and other human Coronaviruses with high

accuracy (Azevedo et al. 2023). They employed viral

genomic sequences to CNN having four convolutional

layers and four fully connected layers. Before application
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to the CNN network, the raw genome sequences were

digitized using a one-hot encoding technique. Apart from

genomic sequences, Laboratory data, X-ray images, and

CT-scan images were also used to be classified by DL

models. One of the major drawbacks of CNN is it cannot

provide the orientation of objects in the image. Therefore,

its accuracy in image classification is less. To overcome

this shortcoming, Das and Toraman introduced a capsule

network to discriminate SARS-CoV-2 and healthy gene

sequences. As the size of input sequences to the capsule

network is not the same, these sequences are divided into

100 unit sections using the sliding window technique to be

compared by the capsule network (Das and Toraman

2023). A study done by Ucar and Korkmaz classified

normal, pneumonia, and COVID-19 based on the X-ray

image of a patient (Ucar and Korkmaz 2020). The method

is known as COVIDiagnosis-Net which made use of a

CNN deep learning classifier for COVID-19 detection.

Additionally, the method employed hyper-parameter tun-

ing to get the best parameter selected for the DL model.

Ghaderzadeh et al. presented a technique for early detec-

tion of COVID-19 using X-ray and CT-scan images

(Ghaderzadeh et al. 2022). The method was augmented by

hyper-parameter optimization and transfer learning. The

method was designed in such a way that if the X-ray image

of a patient was adequate for classification of COVID-19,

then it recommends no further CT-scan; otherwise, it sends

the patient for a CT-scan. The images of CT scans were

used at the 2nd stage of classification, so that the overall

accuracy of the method was high. Instead of CNN, a

recurrent neural network (RNN) framework was proposed

by Goreke et al. for COVID-19 detection using laboratory

findings (Göreke et al. 2021). The model utilized an arti-

ficial bee colony algorithm to optimize the preweighting

vector of the RNN model to give the best result. The

method achieved 95% accuracy.

(ii) Machine learning (ML)-based classification

Machine learning algorithms work well with precise

feature extraction and generally produce greater accuracy

in a short time compared to deep learning algorithms.

Genomic signal processing-based methods, such as Fourier

transform, wavelet transform, and digital filter, capture

effective features from SARS-CoV-2 and non-SARS-

SARS-CoV-2 sequences for their classification. In this

regard, Kindhi proposed an automated method for the

classification of SARS-CoV-1, SARS-CoV-2, MERS, and

Ebola viruses using machine learning methods (Al Kindhi

2020). Four conventional ML models, decision tree, dis-

criminant analysis, KNN, and SVM, were further opti-

mized for this purpose. In Ahmed and Jeon (2022), SARS-

CoV-1, SARS-CoV-2, MERS, and Ebola were classified

using features generated from the genome sequences. The

hand-crafted features are information about nucleotide

composition and their frequency, tri-nucleotide composi-

tions, count of amino acids, alignment between genome

sequences, and their DNA similarity. For visual interpre-

tation of each virus category, simple dot plots were con-

sidered. The SVM classifier achieved 97% accuracy using

this method. Instead of using genomic sequences, Afify and

Zanaty examined protein sequences to distinguish SARS-

CoV-2 and HIV-1 (Afify and Zanaty 2021). During the

feature extraction step, the conjoint triad (CT) approach

was used to transform the amino acids in each sequence

into integers based on their side-chain dipoles and volumes.

However, the practical application of the method will be

limited as the symptoms of SARS-CoV-2 and HIV are not

the same. Das devised a method for classification of SARS-

CoV-2 sequences from healthy sequences taken from

Homo Sapiens (Das 2022). The technique employed a

genomic image processing method leveraging STFT,

DWT, and SVD to extract statistical features from gener-

ated histograms. Out of 135 generated features, only 94

discriminative features were selected with the ‘ReliefF’

technique. Finally, SVM and KNN classifiers were used for

discrimination purposes. Apart from the GSP features

Abadi proposed a new feature extraction procedure named

PC-mer based on k-mer and the Physico-chemical prop-

erties of nucleotides (Abadi and S. et al.. 2023). Compared

to the traditional k-mer-based profiling method, this

method reduces the encoded data size by approximately 2k

times. The method was designed to discriminate SARS-

CoV-2 from other Human Coronaviruses using SVM and

KNN classifiers. The limitation of considering only the full

genome expression of Coronavirus sequences was elimi-

nated in Hammad et al. where whole as well as partial

genome sequences were classified with the same degree of

accuracy (Hammad et al. 2023). The method utilized the

frequency chaos game representation (FCGR) technique to

convert genome sequences of HCOVs into genomic grey-

scale images. An Alexnet CNN model was applied to

extract deep features from the FCGR images. Before

application to the ML-based classifier models such as

decision trees and KNN, the most significant features were

selected using ‘ReliefF’ and LASSO algorithms. The

aforementioned technique was able to classify SARS-CoV-

2 sequences apart from other HCOVs with 99.71% accu-

racy. Classification of SARS-CoV-2 from the Influenza

virus is important as infectivity and severity of the former

are very high, although their symptoms are same. In this

context, the study done by Khodadei et al. is worth men-

tioning (Khodaei et al. 2023). They applied genomic signal

processing tools including linear predictive coding and

singular value decomposition to extract features to be

classified by SVM. The method achieved 99% accuracy
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using 3-D Z-curve-based numerical mapping of virus

sequences. Very recently, Lin et al. proposed a sequence

similarity method based on stationary discrete wavelet

transform and k nearest-neighbor classifier. The method

was evaluated using DNA, protein, and Next Generation

sequences (Lin et al. 2018). Huang et al. developed an

alignment-free classification method based on linear and

quadratic discriminant analysis with discrete wavelet

packet transform resulting satisfactory performance on

mammals, Influenza, and Corona datasets (Huang and

Girimurugan 2019; Huang et al. 2018).

Genomic signal processing (GSP) techniques, which

rely on tools such as the Fourier transform, wavelet

transform, S-transform, and digital filters, have also been

employed for bio-computational purposes, including the

prediction of splice sites in the human genome, the forecast

of lethality in potential novel Coronaviruses, the identifi-

cation of cancerous genes, and the prediction of intron–

exon regions (Meher et al. 2019; Yin et al. 2020; Khodaei

et al. 2020a; Daş et al. 2020). These methods have

demonstrated their ability to yield accurate results within a

remarkably brief time frame by utilizing supervised

machine learning algorithms. Consequently, the applica-

tion of GSP approaches, combined with machine learning,

for the classification of SARS-CoV-2 lineages, could

potentially deliver rapid and precise outcomes.

With the emergence of newly evolved virus strains of

Coronavirus, it is essential to track the transmissibility of a

particular strain in any region. As each of the SARS-COV-

2 variants has their own characteristics their virulence and

affectivity also deviate. For example, the ‘Delta’ variants

of SARS-COV-2 are more destructive compared to ‘Omi-

cron’ as the mortality rate of the latter is very low. How-

ever, ‘Omicron’ is more transmissible than ‘Delta’ (Wolter

et al. 2021). Another important factor associated with virus

strains is that each and every variant cannot be protected by

vaccines as they have multiple mutations in spike protein.

Therefore, identification of SARS-CoV-2 variants is very

important, so that each detected virus sample can be clas-

sified accordingly within a very short span of time. The

treatment of patients infected with different variants may

also differ according to the severity of the strains. The

current process of identifying a particular strain leveraging

genome sequencing is very much efficient but it requires

lengthy processing. Also, the cost of sequence analysis is

very high. The proposed work can be used to classify any

SARS-CoV-2 sequence according to its lineages. The

proposed method contributes to the current virology in the

following ways:

(a) A novel machine learning-based model has been

developed for the classification of previously iden-

tified SARS-CoV-2 virus variants. The method can

be utilized to predict the class of a new sequence. If a

new sequence from any of the lineages previously

trained in the ML processor is provided to the

algorithm, then the method will be able to classify it

according to the ‘‘Variant of concern’’ in the case of

Omicron or ‘‘Variant being monitored’’ for other

variants. Therefore, the model can be used to classify

any ’Omicron’ strain from other variants.

(b) The proposed model is very much efficient in

classifying all the seven human Coronaviruses found

to be affecting humans. These are known as H-CoVs

(OC43, HKU1, 229E, NL63, MERS, SARS-CoV-1,

and SARS-CoV-2). All these HCoVs are different in

nature and severity. Some of them cause mild

infections, whereas others are responsible for causing

severe respiratory problems. Therefore, it is very

much essential to classify all the HCoV sequences

which can be persuaded using proposed DSP-based

methods.

(c) Second-generation lifting scheme wavelet transform-

based feature extraction is proposed along with

various supervised machine learning algorithms for

accurate and fast classification of novel Coronavirus

strains. In the Lifting scheme, the signal decompo-

sition can be accomplished by simple filtering steps

reducing the number of arithmetic operations up to

50% compared to the first-generation wavelet trans-

form. Other two digital signal processing-based

methods employing Fourier transform and singular

value decomposition are fast and accurate for the

classification of SARS-CoV-2 strains.

(d) The proposed method provides an alternative way to

the traditional alignment-based multiple sequence

classification method. Furthermore, the current

genome sequencing methods to classify SARS-

CoV-2 variants require a lot of processing and time.

Our model can be used for instant classification as it

provides a simple, cost-effective, and efficient alter-

native to MSA and genome sequencing programs.

(e) The method can be extended to classify viruses like

Influenza, Corona, Rhino, Adeno, and Entero which

generate similar kinds of symptoms like common

cold at the initial phase. However, Coronavirus can

pose a serious threat to vulnerable people. Similarly,

Adenovirus can produce severe symptoms in chil-

dren. All the other viruses are generally known to

evoke mild symptoms which can be mitigated by our

own immune system. Therefore, early identification

of these viruses is very important for proper treat-

ment. Current virus identification methods are accu-

rate but time-consuming and costly. The proposed

method can be extended to classify various viruses in
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fast and accurate way and hence can pave the way

for cost-effective virus classification.

It can be concluded that genomic signal processing-

based feature extraction procedures can be a significant

factor in the automatic feature extraction and classification

of various SARS-CoV-2 sequences. These methods can

handle large datasets and produce results within a few

seconds. Therefore, the proposed method can have a high

impact on the detection of COVID-19 strains in the human

body. In this paper, three alignment-free techniques based

on digital signal processing instigated by machine learning

are proposed to classify various lineages of SARS-COV-2

virus. In the 1st technique, known as PPDWT, the virus

genomes are converted into 1-D purine-pyrimidine repre-

sentation, and then, detailed coefficients are computed with

the help of second-generation wavelet transforms. Detail

coefficients are then used as the similarity measure of the

virus sequences. In the 2nd method, known as DNA-

walkWavelet, 2-D DNA walks of all the virus sequences

are computed to be processed by singular value decom-

position for comparison. A 3-D Z-curve-based discrete

Fourier transform algorithm is proposed in the 3rd method

known as ZcurveFFT. An even scaling method had to be

applied to overcome the length heterogeneous problem of

the virus sequences. Finally, Euclidean distance matrices

are formed independently from each of the techniques and

applied to SVM, KNN, and ensemble classifier to classify

the Coronavirus sequences into corresponding biological

groups. Using this method, we achieved greater accuracy

compared to other state-of-art alignment-free methods. The

schematic diagram of the proposed method is shown in

Fig. 1.

3 Materials and methods

3.1 Dataset

The selection of an appropriate dataset is a part of impor-

tant scientific findings. In our research work, we used three

datasets, namely, HCoV, CoV-Variant, and Omicron. The

source of all the datasets is the NCBI which may be

accessed through the gateway at https://www.ncbi.nlm.nih.

gov/labs/virus/. Users of the website have the capacity to

carry out a detailed search for several types of viral gen-

omes, including the most recent SARS-CoV-2 virus

sequences. Additionally, users have access to a variety of

other filtering options, including host, isolate sequence

length, and many others. The first collection of sequences,

known as ‘‘HCoV’’ or ‘‘Human Coronavirus dataset,’’

contains the sequences for the seven human Coronaviruses

OC43, HKU1, 229E, NL63, MERS, SARS-CoV-1, and

SARS-CoV-2. A total of 66 sequences are included in the

dataset belonging to the different HCoV categories

(OC43:10, HKU1: 9, 229E: 8, NL63: 8, MERS: 8, SARS-

CoV-1: 8, SARS-CoV-2: 15). The dataset is carefully

selected to validate the most effective wavelet basis for

DNA sequence comparison, enabling the use of these

wavelets for SARS-CoV-2 strain categorization.

The Coronavirus is an RNA virus and its associated

nucleotides are A (Adenine), G (Guanine), C (Cytosine),

and U (Uracil). The RNA template can be converted into

cDNA via reverse transcription and then uploaded into the

NCBI repository. The virus cDNA sequence is composed

of a quartet of nucleotide bases which are Adenine (A),

Guanine (G), Cytosine (C), and Thymine (T). The down-

loaded Coronavirus sequences are stored in FASTA format

to be processed by the proposed algorithm in MATLAB

environment. The second dataset (CoV-variants) is

obtained from the NCBI SARS-CoV-2 data hub. The data

hub provides various options to select desired SARS-CoV-

2 sequences based on the Accession number and Pango

lineage. A total of 640 Coronavirus sequences belonging to

four SARS-CoV-2 strains B.1.1.7, B.1.2, B.1.526, and P.1

are included in the dataset. While selecting the sequences,

only the complete nucleotide sequences which do not

consist of any ambiguous characters are considered. The

total numbers of sequences for each of the variants are

B.1.1.7-168, B.1.2-377, B.1.526-38, and P.1-57. The third

dataset is curated from the NCBI SARS-CoV-2 data hub by

creating a randomized subset of five variants including

Omicron. A total of 2000 SARS-CoV-2 sequences are

randomly selected from BA.1 (Omicron), B.1.429, P.1.10,

B.1.351, and B.2.525 Pango lineages to classify Omicron

variants from others. The random selection of virus

sequences by NCBI removes any bias while creating the

dataset. The details of the datasets used in this study are

described in Table 1.

3.2 Feature extraction methods

Since the SARS-CoV-2 lineages have almost identical

genomes with just minor differences in nucleotide com-

position, feature extraction is the most crucial step in

classifying them. Various techniques apart from GSP are

available for this purpose (Fiscon et al. 2016; Lebatteux

et al. 2019). In this study, we have applied Fourier trans-

form, wavelet transform, and singular value decomposition

for the classification of SARS-CoV-2 mutants. Coronavirus

genomes cannot be manipulated by digital signal process-

ing-based techniques unless they are converted into dis-

crete-model-based data. For this purpose, the genomic

sequences are first converted into a numeric model (Nair

and Sreenadhan 2006; Vaegae 2020; Voss 1992; Das and

Turkoglu 2018; Hoang et al. 2016; Kar et al. 2021, 2022).
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Fig. 1 Pipeline of descriptors calculated by proposed ZcurveFFT, DNAwalkSVD, and PPDWT methods
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The converted sequences are then subjected to techniques

based on digital signal processing. To provide data that are

appropriate for classification purposes, we have used three

approaches for extracting features from signals in this

work: PPDWT, DNAwalkSVD, and ZcurveFFT. Machine

learning algorithms of various types were used to complete

the classification.

3.2.1 Purine–pyrimidine-based discrete wavelet transform
(PPDWT)

Purine (A and G) and pyrimidine (T and C) are the two

families of nitrogenous bases that make up nucleic acids. In

purine–pyrimidine-based mapping, a nucleotide sequence

S = ‘ATTCGTTG’ will be replaced by ‘-1 1 1 1 -1 1 1

-1’ (Berger et al. 2004). It is a one-dimensional mapping

and thus computationally more efficient compared to 2-D

mappings like CGR, and 4-D mapping like Voss. The

mapping can be mathematically expressed as

X n½ � ¼ 1; for nucleotide C and T

�1; for nucleotide A and G
:

�
ð1Þ

The numerically encoded signal is decomposed with

the help of discrete wavelet transform. The wavelet

transform provides a time–frequency analysis of a given

signal and allows multi-resolution feature extraction of

the signal. For the computation of the detail and

approximate coefficients, we employed a second-genera-

tion lifting scheme that provides additional advantages

compared to FFT and conventional DWT. The traditional

first-generation wavelet transform uses a two-band trans-

form scheme. In each step, the signal is fed into a high

pass and low passband and then again sub-sampled. On

low pass units, there is a risk of occurring recursion. The

effectiveness of the lifting scheme enables a sequence of

convolution-accumulate operations to be conducted on

both the odd and even sequences. As a result, the speed of

the second-generation wavelet transform is increased by a

factor of 2 (Guntoro and Glesner 2008). Additionally, the

second-generation wavelet transform performs the in-

place computation of wavelet coefficients, making it an

effective tool for clustering and classifying sequences in

real time. In this paper, the detail coefficients are

Table 1 Demographics of the three datasets used in this study

Name of

dataset

Coronavirus

types

Description Nos of

sequences

HCoV OC43 It is a type of beta Coronavirus that generally infect cattle and human. The virus is responsible for

mild colds and fever

10

HKU1 Type of BetaCoronavirus. It causes upper respiratory disease 9

229E It belongs to the AlphaCoronavirus category and infects humans and bats. It is a single-stranded

RNA virus

8

NL63 It belongs to the AlphaCoronavirus genus. The virus causes upper and lower respiratory tract

infections

8

MERS The Middle East Respiratory Syndrome Coronavirus. The virus can cause severe respiratory

disease. The fatality rate of the MERS virus is * 30%

8

SARS-CoV-

1

Severe Acute Respiratory Syndrome Coronavirus which belongs to the BetaCoronavirus genus.

Emerged from Bats in the year of 2003

8

SARS-CoV-

2

Also known as the COVID-19 virus. Type of BetaCoronavirus which causes severe respiratory

disease in humans

15

CoV-

Variant

B.1.1.7 Also known as Alpha variants. Emerged in the United Kingdom in November 2020 168

B.1.2 Emerged in Brazil in February 2021 377

B.1.526 Also known as Iota variants. The virus emerged from the USA in early 2021 38

P.1 Popularly known as Gamma variants. The variant was first observed in Brazil in January 2021 57

Omicron BA.1 The Omicron variant of SARS-CoV-2. Currently marked as a variant of concerna by CDC (Centre

for Disease Control and prevention)

1329

B.1.351 Beta variant of SARS-CoV-2. Emerged in South Africa in May, 2020. Currently marked as VBM

by CDC

32

B.1.429 Belongs to the Epsilon variants. Currently marked as variant being monitored by CDC 530

B.1.525 Commonly known as Eta mutant. The present status is VBM as per CDC 29

P.1.10 Sub-lineage of Gamma variant. The current status is VBM as per CDC 80

aCDC status of all the variants belongs to Omicron Dataset is taken on September, 2023
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computed using Swelden’s method which is given in the

following equation (Sweldens 1998):

D i½ � ¼ Xo i½ � � P� Xe iþ 2½ �; ð2Þ

where P is the predict operator, and Xo and Xe are even and

odd polyphase components of the signal and are generated

by splitting the original numerical sequence X½n�. It can be

obtained by delay and downsampling of the input signal.

The z-transform of even and odd polyphase components

are given by

Xe Zð Þ ¼
X
n

Xð2nÞz�n ð3Þ

XoðZÞ ¼
X
n

X 2nþ 1ð Þz�n: ð4Þ

The detail coefficients can efficiently capture distinctive

properties of each Coronavirus variants, because they

comprise high-frequency components of the input signal.

In this aspect, selecting an appropriate mother wavelet that

would produce the greatest results is crucial. In this work, 7

widely used second-generation wavelet families, including

Biorthogonal (bior), Coiflets (coif), Daubechies (db),

Reverse Biorthogonal (rbio), Symlets (sym), Cohen-Dau-

bechies–Feauveau (cdf), and Haar, were tested on the

HCoV dataset. The decomposition level is an essential

factor that must be taken into account when developing the

algorithm. The maximum decomposition level of the input

signal can be found using the formula

L\log2
N

F � 1
þ 1; ð5Þ

where N is the length of the input signal and F is the length

of the filter deployed (Chen et al. 2017). For a Coronavirus

sequence which is * 30 K, the maximum decomposition

level is 14.

The length of all the output coefficients is equated to the

coefficient generated by the longest sequence of the dataset

to get equal dimensionality of wavelet coefficients. For this

purpose, we have implemented a uniform scaling technique

suggested by Yin and Yau (2015), whereby the shorter

sequences are elongated to the longest series by taking

consecutive data elements from it. The even scaling

method is applied to all the feature extraction methods at

the length adjustment stage. As a result, the feature

sequences are generated for every input sequence within

the dataset. Finally, Euclidean distances between all the

feature sequences are computed to build a distance matrix

which is then fed to a classifier.

3.2.2 DNA walk-based singular value decomposition
(DNAwalkSVD)

The DNA walk provides a simple way of viewing and

comparing various genomes by generating a graphical

representation of DNA sequences. A DNA walk of any

genomic sequence can be computed only after it is con-

verted to the Purine-Pyrimidine model. A simple cumula-

tive summation approach is then applied to draw the DNA

walk of a genome (Berger et al. 2004). The DNA walk is

calculated using the following expression:

Y i½ � ¼
XN
n¼1

XðnÞ; ð6Þ

where XðnÞ is the equivalent numerical sequence generated

by purine–pyrimidine coding of the virus genome and N is

the length of the sequence. A two-dimensional DNA walk

provides useful information about the change in nucleotide

composition at any base location. Therefore, the repre-

sentation will suit the cause of classification of Coronavirus

strains as they contain multiple mutations in spike protein.

The windowed SVD technique is applied to every encoded

sequence to compute feature sequences. We have

employed a window of length 81 to reshape the given

sequence into small matrixes. Finally, the maximum value

of each SVD is taken into consideration. In this way, the

resulting sequence length would be the same as the input

sequence. SVD is computationally simple and has a very

strong mathematical background in linear algebra (Akhtar

et al. 2008). In SVD, rectangular matrix A can be broken

down into the product of three matrices—an orthogonal

matrix U, a diagonal matrix S, and the transpose of an

orthogonal matrix V. The theorem is formulated in Eq. (7)

as

Amn ¼ UmmSmnV
T
nn; ð7Þ

where UTU = I, VTV = I, the columns of U are orthonor-

mal eigenvectors of AAT, the columns of V are orthonormal

eigenvectors of ATA, and S is a diagonal matrix containing

the square roots of eigenvalues from U or V in descending

order (Zhang et al. 2012). After the computation of all the

feature sequences using SVD, their length must be equated

to the largest available sequence in the dataset to find the

pairwise Euclidean distances. A distance matrix thus

computed is used to classify the Coronavirus sequences

using machine learning models.

3.2.3 Z-curve-based discrete Fourier transform (ZcurveFFT)

Z-curve is a three-dimensional numerical representation of

a genomic sequence. Previous research findings have

demonstrated that the Z-curve procedure exhibits
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robustness and computational efficiency in comparison to

alternative numerical encoding procedures when it comes

to representing a nucleotide sequence (Zhang and Wang

2000). The three-dimensional components of the Z-curve

are independent and contain all the information of a

genomic sequence. Furthermore, the Z-curve mapping is

one-to-one or bidirectional. Hence the original sequence

can be easily obtained from the generated Z-curve. The

three-dimensional Z-curve of a genomic sequence can be

formulated as

Xn ¼
�1; for nucleotide C or T

1; for nucleotide A or G

�
ð8Þ

Yn ¼
�1; for nucleotide T or G

1; for nucleotide A or C

�
ð9Þ

Zn ¼
�1; for nucleotide C or G

1; for nucleotide A or T
:

�
ð10Þ

In this way, Z-curve describes the distribution of the

bases of purine/pyrimidine, amino/keto, and strong/weak

hydrogen bonds along with three sequences (Khodaei et al.

2020b). Once the three vectors are calculated, the discrete

Fourier transform is applied to all of the vectors. The DFT

of input sequence Xn can be computed as

Xk ¼
XN�1

n¼0

Xne
j2pnk=N ; 0� k�N � 1: ð11Þ

In a similar way, we can find Yk and Zk, respectively. To

decrease the time complexity of DFT, Fast Fourier

Transform (FFT) can be implemented in an MATLAB

environment. It has been previously seen that Z-curve

representation and FFT work well together (Yan et al.

1998). After the Fourier computation is over, the Power

spectral density (PSD) plot is obtained using the formula

(Tiwari et al. 1997)

Pxyz ¼ fDFTðXnÞg2 þ fDFT Ynð Þg2 þ fDFTðZnÞg2: ð12Þ

The length normalization process is used to address the

problem of varied Coronavirus sequence lengths. Finally,

the pairwise Euclidean distances are computed to find the

distance matrix. The matrix will work as an input of

machine learning algorithms for classification.

3.3 Classification approaches

In this stage, we tested various classifiers for the classifi-

cation of HCoV, CoV-Variants, and Omicron datasets.

Machine learning classifiers that are extensively employed

for classification include Decision tree (DT), Random

Forest (RF), Support Vector Machine (SVM), K nearest

neighbors (KNN), and Naı̈ve-Bayes (NB) are subjected to

evaluation on the three chosen datasets. In our paper, we

consider SVM, KNN, and Ensemble classifiers as the

preferred choices due to their high accuracy measures.

3.3.1 Support Vector Machine

SVM is a supervised machine learning algorithm that was

developed by Vapnik. It can be used for binary and mul-

ticlass classification problems (Press 2007; Osuna 1998).

The SVM can perform linear as well as non-linear classi-

fication using kernel tricks by mapping the features into

higher dimensions. It classifies the input points by drawing

various hyperplanes in the feature space. Based on the

kernel function, various types of SVM can be performed

which include linear SVM, quadratic SVM, cubic SVM,

and Gaussian SVM. In this study, the selection of a

quadratic Support Vector Machine (SVM) is based on its

demonstrated reliability in achieving consistent classifica-

tion accuracy across various types of features.

3.3.2 K-nearest neighbors

KNN is a non-parametric machine learning algorithm that

can be used in supervised or non-supervised classification.

The method was developed by Fix and Hodges. KNN

algorithm finds observations in the feature space that are

similar to the new observation (Cover and Hart 1967; Duda

and Hart 2001). These are called neighbors (K). The

number of neighbors can be varied to get better classifi-

cation accuracy. It classifies new input points by observing

the K neighbors. To choose K-nearest neighbors various

distance metrics including city block, Chebyshev, correla-

tion, cosine, Euclidean, Hamming, Jaccard, and Maha-

lanobis can be considered. The optimum values of various

parameters can be adjusted using hyper-parameter tuning

during the training process. The paper examines the fine

KNN model due to its proficient and expeditious

processing.

3.3.3 Ensemble

The ensemble model combines various individual learning

algorithms to increase the classification accuracy of con-

stituent learning algorithms (Ho 1998; Dey et al. 2020).

The time complexity of the algorithm is quite high, since it

combines various individual ML algorithms. There are

mainly three types of ensemble techniques: Bagging,

Boosting, and Subspace. In this paper, we have examined

the subspace discriminant model due to its superior per-

formance in SARS-CoV-2 variants classification compared

to others. The model is used to increase the accuracy of

discriminant analysis. Among all the ensemble methods

subspace ensembles require less memory.
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4 Performance evaluation

To assess the performance of the proposed methods, vari-

ous evaluation parameters are considered including sensi-

tivity (Sn), specificity (Sp), accuracy (Acc.), F1 scores, and

Matthews correlation coefficient (MCC). In parallel, the

time complexity of each of the three algorithms is also

taken into account. The definitions of these parameters are

as per the below equations

Sensitivity ¼ TP

TPþ FN
ð13Þ

Specificity ¼ TN

FPþ TN
ð14Þ

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
ð15Þ

F1 ¼ 2TP

2TPþ FPþ FN
ð16Þ

MCC ¼ TN� TPð Þ � ðFN� FPÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðTPþ FNÞðTPþ FPÞðTNþ FNÞðTNþ FPÞ

p :

ð17Þ

Here, TP, TN, FP, and FN indicate true positive, true

negative, false positive, and false negative, respectively.

These parameters can be found in the generated confusion

matrix at each classification stage. For multiclass classifi-

cation, the average value of sensitivity can be computed by

summing up all the sensitivity values and then dividing

them by the total number of classes. Similarly, mean values

of other matrices can be derived.

4.1 Validation checking

The performance of each classifier is evaluated using

fivefold cross-validation. In this process, all the data points

are divided into 5 subsets, and then, the average accuracy is

calculated. In each classification step, 80% of the data are

used for training purposes and the remaining 20% are used

for testing. The aforementioned procedure is superior to

that of hold-out validation due to its capability to mitigate

the inherent bias and variance of the data points. In the case

of hold-out validation, all the data are subdivided into two

subsets for training and testing, respectively. The propor-

tion of training and testing data can be varied. However, in

this way, each and every data point cannot be taken for

training purposes. For practical cases, 50–80% of data

points are selected randomly for training purposes and the

remaining for testing. Since the hold-out method involves a

single run, this process is to be repeated many times and

the final accuracy can be computed by averaging. In this

way, the overall process will become time-consuming as

the results are to be simulated many times for averaging.

To ease the process, fivefold or tenfold cross-validation is

preferred which can evaluate the model with similar effi-

cacy but with less time complexity. Furthermore, we have

conducted hyper-parameter tuning employing a Bayesian

optimizer to select the optimal parameters for both SVD

and KNN models. We refrained from conducting hyper-

tuning on the ensemble classifier due to its relatively high

accuracy, and the introduction of hyper-tuning would result

in a slight delay in the process.

5 Results and discussion

In this section, we have analyzed the results of the pro-

posed alignment-free approach for categorizing different

Coronavirus strains utilizing methods from digital signal

processing. Due to its affordability, precision, and speed of

processing, the signal processing technique has become

quite popular for the comparison and classification of

genomic and proteomic sequences. This analysis focuses

on three feature selection methodologies, namely, PPDWT,

DNAwalkSVD, and ZcurveFFT. The features generated

from the proposed technique for three SARS-CoV-2

sequences can be visualized using Fig. 2.

The diagrams in Fig. 2 depict the visual interpretation of

the three GSP-based features when computed on three

SARS-CoV-2 sequences. The Genbank accession numbers

of the sequences are MN908947, MT450872, and

MT281577. The diagrams clearly indicate that DFT, DWT,

and SVD could extract sophisticated features from SARS-

CoV-2 to discriminate them. Figure 2a shows the DFT

magnitudes corresponding to the first 60 bases for three

SARS-CoV-2 sequences. Similarly, Fig. 2b, c provides

SVD and DWT magnitudes corresponding to every base

position. However, Fig. 2c provides the truncated feature

plot up to 400 base pair of the whole SARS-CoV-2

sequences. Every SARS-CoV-2 strain having specific

mutations in spike protein can easily be traced down by

these signal processing methods. Finally, these distin-

guishable features are fed into the ML classifier for variant

identification.

5.1 Selection of best wavelet in PPDWT feature
for classification of SARS-CoV-2 virus
variants by validating HCoV dataset

In contrast to the PPDWT approach, which requires the

choice of two key parameters, the feature selection process

in DNAwalkSVD and ZcurveFFT algorithms is remarkably

simple. In the case of PPDWT, the selection of appropriate

mother wavelet and decomposition levels is essential, since

the classification accuracy varies vastly according to these

parameters. To do that, we have validated the HCoV
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dataset which comprises 66 human Coronavirus sequences.

To choose the optimum mother wavelet and decomposition

level, the HCoV dataset tests all seven second-generation

mother wavelets at 14 distinct decomposition levels. KNN,

SVM, and Ensemble methods are used at the classifier

stage to act upon 66 9 66 distance matrices computed

using DWT detail coefficients for the classification of

various Human Coronaviruses. Tables 2, 3 and 4 show the

Fig. 2 The magnitude feature plots of SARS-CoV-2 viruses calculated using various GSP features. a PPDWT, b DNAwalkSVD, c ZcurveFFT
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results of the KNN, SVM, and Ensemble classifier,

respectively, while using PPDWT feature.

To analyze the results, in a certain wavelet family, if

several levels achieved the same accuracy, then the mini-

mum level is noted in the tables. Referring the Tables 2, 3

and 4, it is evident that Bior wavelet could achieve the

highest accuracy in identifying the human Coronavirus

types. Most Bior wavelets produced the best accuracy of

100% using all three classifiers. Another highly effective

mother wavelet that has the capacity to yield a superior

outcome in the classification of genomes is predicted as

Db, as substantiated by the data obtained from the com-

putation of the best and average accuracy values. This

result can be verified from Fig. 3 where average accuracy

for each mother wavelet is plotted for all the classifiers.

Henceforth, we have selected Bior and Db for feature

selection in the CoV-variants dataset.

5.2 Selection of best window length
in DNAwalkSVD feature

Although SVD is a straightforward decomposition method

of the matrix, the present study implemented a windowed

version of SVD to classify SARS-CoV-2 lineages. The

value of window length can change the accuracy and

runtime of the feature selection process. Since DNA is

constituted of codons, a sequence of three nucleotides

responsible for forming a unit of genomic information

encoding a particular amino acid, we choose the window

length as a multiple of three. This will enable the algorithm

to analyze each codon and therefore capture better attri-

butes from SARS-CoV-2 variants. Furthermore, a wide

range of window lengths is examined using the CoV-

Variant dataset for choosing the best option in terms of

time requirement and preciseness. The result obtained

using various window lengths is given in Table 5.

From Table 5, it is evident that the best accuracy of

98.6% is obtained by employing a window length of 81 for

the ensemble classifier. Also, the accuracy scores are 97

and 95.6% utilizing SVD and KNN classifiers, respec-

tively. Although these accuracies are not the highest in the

case of corresponding classifiers, they are relatively close

to the highest mark. However, the time complexity of the

DNAwalkSVD technique increases with an increase in

window length. This is because the matrix dimension

expands as the window length gets larger. The input matrix

of SVD is formed using the windowed data, such that the

number of rows will be three and the number of columns is

of the size of (Window length=3). The largest singular

value of the input matrix is taken into account. Therefore,

Table 2 Wavelet member, best decomposition level and corresponding accuracy, average accuracy obtained using Fine KNN classifier

employing HCoV dataset

Dataset Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc

HCoV Db1 97/11 91.56 Cdf4.2 89.4//7 82.47 Bior3.5 100/13 91.98

Db2 93.9/10 87.54 Cdf4.4 84.8/1 81.05 Bior3.7 100/13 95.78

Db3 95.5/9 87.32 Cdf4.6 89.4/4 78.02 Bior3.9 100/13 95.57

Db4 100/12 92.87 Sym2 95.5/12 87.86 Bior4.4 100/12 91.55

Db5 100/12 91.33 Sym3 100/12 92.21 Bior5.5 89.4/1 73.91

Db6 90.9/1 85.71 Sym4 97/9 90.58 Rbio1.1 97/13 90.58

Db7 97/12 91.45 Sym5 95.5/1 88.20 Rbio1.3 97/13 91.67

Db8 92.4/7 86.15 Sym6 97/10 87.44 Rbio1.5 97/12 91.35

Haar 97/11 90.80 Sym7 98.5/9 89.34 Rbio2.2 93.9/8 86.47

Cdf1.1 97/11 91.56 Sym8 100/12 91.56 Rbio2.4 93.9/10 89.16

Cdf1.3 95.5/11 91.45 Bior1.1 100/13 92.10 Rbio2.6 95.5/10 87.6

Cdf1.5 97/13 91.12 Bior1.3 100/13 92.52 Rbio2.8 93.9/8 89.10

Cdf2.2 93.9/10 86.35 Bior1.5 100/13 91.77 Rbio3.1 93.9/7 86

Cdf2.4 93.9/10 88.62 Bior2.2 100/13 93.28 Rbio3.3 93.9/8 87.32

Cdf2.6 93.9/8 87.44 Bior2.4 100/13 91.71 Rbio3.5 95.5/8 87.65

Cdf3.1 92.4/1 84.07 Bior2.6 100/14 90.58 Rbio3.7 87.9/7 82.13

Cdf3.3 92.4/9 87.11 Bior3.1 100/13 92.98 Rbio3.9 89.4/7 82

Cdf3.5 93.9/8 87.76 Bior3.3 100/13 92.31 Rbio4.4 92.4/9 84.61

Bold font wavelets (Db and Bior) are considered for feature extraction in subsequent studies as it produced good accuracy scores over other

wavelets
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for * 30 K base-pair long SARS-CoV-2 sequences, we

will have 30 K singular values corresponding to each

frame which will generate the feature vector for a single

sequence. The computation of SVD requires matrix

Table 3 Wavelet member, best decomposition level and corresponding accuracy, average accuracy obtained using Quadratic SVM classifier

employing HCoV dataset

Dataset Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc

HCoV Db1 97/12 90.48 Cdf4.2 87.9/3 81.16 Bior3.5 100/13 93.09

Db2 92.4/12 87.2 Cdf4.4 84.8/1 81.15 Bior3.7 100/13 96.86

Db3 93.9/8 86.56 Cdf4.6 90.9/4 80.40 Bior3.9 100/13 97.3

Db4 100/12 92.74 Sym2 95.5/10 87.44 Bior4.4 98.5/12 91.92

Db5 100/12 92.2 Sym3 100/12 92.21 Bior5.5 90.9/1 74

Db6 93.9/1 83.97 Sym4 97/11 91.67 Rbio1.1 97/13 90.04

Db7 97/12 90.91 Sym5 95.5/1 87.12 Rbio1.3 97/13 91.22

Db8 93.9/1 83.32 Sym6 95.5/10 86.04 Rbio1.5 98.5/12 91.67

Haar 93.9/11 88.72 Sym7 98.5/9 90.16 Rbio2.2 97/8 86.15

Cdf1.1 97/12 90.26 Sym8 100/12 92.54 Rbio2.4 93.9/10 88.18

Cdf1.3 98.5/8 90.57 Bior1.1 98.5/12 91.23 Rbio2.6 97/10 87

Cdf1.5 95.5/13 89.93 Bior1.3 98.5/13 90.95 Rbio2.8 95.5/8 89.16

Cdf2.2 92.4/10 86.8 Bior1.5 100/14 91.95 Rbio3.1 84.8/11 80.51

Cdf2.4 93.9/8 88.73 Bior2.2 100/12 93.30 Rbio3.3 92.4/8 84.51

Cdf2.6 93.9/10 87.97 Bior2.4 100/12 93.72 Rbio3.5 93.9/9 86.67

Cdf3.1 89.4/1 80.83 Bior2.6 100/14 92.54 Rbio3.7 86.4/7 74.12

Cdf3.3 92.4/9 84.17 Bior3.1 100/13 93.52 Rbio3.9 89.4/3 81.26

Cdf3.5 93.9/9 87.10 Bior3.3 100/13 93.5 Rbio4.4 95.5/8 85.27

Bold font wavelets (Db and Bior) are considered for feature extraction in subsequent studies as it produced good accuracy scores over other

wavelets

Table 4 Wavelet member, best decomposition level and corresponding accuracy, average accuracy obtained using subspace discriminant

ensemble classifier employing HCoV dataset

Dataset Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc Wavelet Best (Acc/Lev) Avg Acc

HCoV Db1 97/11 92.65 Cdf4.2 92.4/9 87.12 Bior3.5 100/13 93.17

Db2 93.9/9 91.22 Cdf4.4 92.4/3 85.92 Bior3.7 100/13 97.29

Db3 97/7 92 Cdf4.6 92.4/5 84.75 Bior3.9 100/13 97.2

Db4 100/12 94.59 Sym2 97/11 92.30 Bior4.4 100/12 93.83

Db5 100/12 93.3 Sym3 100/12 93.84 Bior5.5 90.9/1 79.7

Db6 92.4/12 88.74 Sym4 97/10 93.72 Rbio1.1 98.5/14 92.75

Db7 98.5/12 93.62 Sym5 97/10 92.1 Rbio1.3 98.5/13 94.37

Db8 95.5/3 89.10 Sym6 98.5/10 91.37 Rbio1.5 98.5/12 93.18

Haar 97/11 92.86 Sym7 100/9 92.20 Rbio2.2 95.5/8 90.7

Cdf1.1 97/11 92.65 Sym8 100/12 94.27 Rbio2.4 97/12 92

Cdf1.3 97/14 92.96 Bior1.1 100/13 93.29 Rbio2.6 97/10 91.32

Cdf1.5 97/13 93.72 Bior1.3 100/13 93.94 Rbio2.8 95.5/10 91.85

Cdf2.2 95.5/4 89.67 Bior1.5 100/13 93.62 Rbio3.1 95.5/7 89.17

Cdf2.4 97/10 92.34 Bior2.2 100/13 94.26 Rbio3.3 95.5/9 90.25

Cdf2.6 93.9/9 90.25 Bior2.4 100/13 93.94 Rbio3.5 95.5/9 91.56

Cdf3.1 92.4/4 87 Bior2.6 100/14 92.31 Rbio3.7 90.9/8 85.3

Cdf3.3 95.5/8 90.67 Bior3.1 100/14 94.81 Rbio3.9 93.9/2 85.39

Cdf3.5 97/11 91.65 Bior3.3 100/13 93.62 Rbio4.4 95.5/8 89.92

Bold font wavelets (Db and Bior) are considered for feature extraction in subsequent studies as it produced good accuracy scores over other

wavelets
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multiplication and solving polynomial equations to find the

singular values. The general time complexity of matrix

multiplication of m� n matrix by an n� p matrix is

OðmnpÞ. Therefore, time complexity will increase for

higher dimension matrix multiplication. Also, higher order

polynomial equation must be solved to find singular values

in case of higher dimensional matrix. Thus the window

length of the DNAwalkSVD feature is selected as 81 and

used in subsequent studies.

5.3 Classification of CoV-Variant dataset

This dataset is made of four SARS-CoV-2 lineages,

namely, B.1.1.7, B.1.2, B.1.526, and P.1. In the case of

PPDWT feature selection, we have applied Bior and Db

mother wavelets up to 14 decomposition levels for feature

selection. A total of 21 separate mother wavelets belonging

to the Biorthogonal and Daubechies families are

Fig. 3 Box plot for the selection of best wavelet in case of classification of SARS-CoV-2 virus engaging HCoV dataset. a Ensemble b KNN, and

c SVM

Table 5 Variation of accuracy using SVD of different window

lengths when tested on CoV-Variant dataset

Window length Classifier Run time in s

KNN SVD Ensemble

30 96.1 96.9 97.3 220

60 95.6 96.9 97.2 228

81 95.6 97 98.6 236

120 95.6 96.9 97.2 240

150 96.6 97 98 243

210 95.2 95.8 96.7 254

270 95.8 97.3 97.2 260

360 94.8 96.1 97.5 273

450 95.6 96.7 96.9 423

540 95.2 97.2 97 480

600 96.3 96.7 97 490
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considered for the computation of accuracy. Three popular

machine learning algorithms SVM, KNN, and Ensemble

learner are utilized at the classification level. Specifically,

for advanced model selection, quadratic SVM, fine KNN,

and subspace discriminant models are chosen as they

resulted in best accuracy values. The result can be found in

Table 6.

Results obtained from Table 6 showed that Bior wavelet

can perform consistently to generate superior accuracies. It

is also evident that most of the best accuracies come from a

certain decomposition level band, i.e., 10–12. As the

decomposition level increases from 1 to 14, classification

accuracy is improved further, but that in turn increases the

computation cost. However, in some cases, the accuracies

declined at level 14. Therefore, while selecting the level,

the lowest level is considered if the same accuracy is

generated at different decomposition levels for a particular

mother wavelet. Though all the mother wavelets utilized

for feature generation in CoV-Variant dataset produced

over 90% accuracy, the best one is Bior3.1 at level 10

generating the highest accuracy of 98.9% using an

ensemble classifier. Subsequently, we used the attribute

generated by Bior3.1 at level 10 as a PPDWT feature for

our experiment. The average running times at the classifi-

cation stage of CoV-Variant dataset are 1.9, 2.8, and 20 s,

respectively, for KNN, SVM, and Ensemble classifier.

Therefore, to gain better accuracy, time complexity is also

increasing. To ascertain the best accuracy values of KNN

and SVM learners, we applied the Bayesian optimization

technique which considers an extensive array of designing

parameters to shuffle between and provide the best out-

comes. Application of the tuned parameters increased the

classifier performance, and thus, greater accuracies are

obtained. The resulting accuracies before and after hyper-

parameter tuning are mentioned in Table 7. Additional

information about Bayesian optimization is provided in

supplementary file.

The table presents the calibrated parameters that will

yield optimal outcomes for the KNN and SVM algorithms.

Bayesian optimization is not considered in the case of

ensemble classifier as its time complexity is quite high and

optimization will further increase the execution time.

Results showed that measurement accuracy was greatly

enhanced with tuned parameters in the case of the SVM

classifier. The SVM model achieves an accuracy of 98.6%

through the utilization of the PPDWT technique following

the process of hyper-parameter tuning. However, the

results of the KNN classifier do not increase significantly

even after the optimization. The best accuracy yielded

using the KNN classifier is 95.8% post-Bayesian

Table 6 The result of the

application of Db and Bior

wavelets in CoV-Variant dataset

Dataset Wavelet SVM: quadratic KNN: fine Ensemble: subspace discriminant

best (Acc/level) Best (Acc/level) Best (Acc/level)

CoV-Variant Db1 95.8/12 93.8/12 95.3/9

Db2 95.6/5 93.3/5 97.5/9

Db3 95.2/7 93.1/7 95.5/7

Db4 96.6/10 94.5/10 97.5/11

Db5 96.7/12 95/12 97.3/9

Db6 95.6/5 94.1/5 95.9/7

Db7 95.5/6 93.9/6 95.3/5

Db8 95.3/5 93.8/5 93.6/6

Bior1.1 96.3/12 94.1/14 94.8/14

Bior1.3 95.5/12 93.9/8 95.2/14

Bior1.5 96.3/12 93.9/8 95.6/13

Bior2.2 96.6/11 95.2/11 98/10

Bior2.4 97.2/10 94.7/12 98.1/9

Bior2.6 96.7/11 95.5/13 97.8/11

Bior3.1 97.7/10 94.4/10 98.9/10

Bior3.3 96.4/12 96.4/12 98/9

Bior3.5 97.5/12 97/12 98.4/9

Bior3.7 96.1/10 94.7/10 97/9

Bior3.9 95.6/9 94.4/12 96.3/9

Bior4.4 96.4/10 93.8/5 97.8/10

Bior5.5 94.7/5 93.3/5 93.8/5

Bior 3.1 wavelet highlighted in bold font indicates the chosen wavelet for PPDWT feature
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optimization. From the results, it is evident that all the

three designed algorithms are equally effective in classi-

fying SARS-CoV-2 lineages. Before the application of

Bayesian optimization, separate histograms are generated

to illustrate the mean accuracies of ensemble, KNN, and

SVM models derived from Table 6 to assess the effec-

tiveness of different classifiers. The results are given in

Fig. 4

From the result, it can be seen that the mode of best

accuracy obtained using the ensemble classifier is 98%,

whereas it is 94% for the KNN classifier and 96.5% for the

SVM classifier. Therefore, the ensemble classifier produces

the best result in terms of accuracy. The performance of the

ensemble (subspace discriminant) classifier to discriminate

variants of SARS-CoV-2 is assessed by evaluation

parameters like sensitivity, specificity, F1-score, and

Mathew’s Correlation Coefficient. The results are given in

Tables 8, 9, and 10.

The tables provided above present a thorough analysis

of the effectiveness of three proposed techniques in relation

to the classification of SARS-CoV-2 variants when

exposed to subspace discriminant ensemble classifier. The

accuracy of each category is above 99% for most of the

cases. The potential cause for the relatively reduced

accuracy of 98.91% discovered in Table 9 in relation to the

B.1.526 variant might be attributed to the limited abun-

dance of this specific variant. This finding indicates that

although machine learning techniques are often employed

with large amounts of data, they may be applied in situa-

tions where obtaining large and labeled datasets may be

burdensome. The results of comparative analysis of pro-

posed methods employing various evaluation parameters

are provided in Fig. 5.

The average computation time of each of the three

feature extraction methods is noted in Table 11. The

average accuracy in terms of correct classifications is

obtained using the expression below

Average Accuracy ¼ Numbers of Correct Classifications

Total Numbers of Samples
:

ð18Þ

Total number of misclassification yielded during the run

of each method is also given in Table 11.

We have applied three signal processing-based feature

extraction methods to classify the SARS-CoV-2 variants

and obtained close to 99% accuracy for the proposed three

feature extraction methods. Fivefold cross-validation was

performed on the CoV-variant dataset to obtain the results.

Analyzing the results, it can be said that the PP-DWT

method produced the best classification with an accuracy

value of 98.9% while using the ensemble classifier. The

graphical representation of the results is provided in Fig. 6.

The PPDWT methodology offers a diverse range of

mother wavelets and decomposition levels for the purpose

of extracting distinctive characteristics. This, in turn, gen-

erates a plethora of possibilities for experimentation,

thereby significantly increasing the likelihood of achieving

a high level of accuracy. Whereas Fourier transform (FT)

captures different frequency components of the signal at a

Table 7 Results of application of Bayesian optimization on SVM and KNN classifier

Method SVM KNN Ensemble

Optimized hyper-

parameter

Acc

(before)

Acc

(after)

Optimized hyper-parameter Acc

(before)

Acc

(after)

Acc (without

optimization)

PP-DWT Box constraint level:

8.11

Multiclass method:

One-vs-all

Standardize data: false

97.7 98.6 No. of neighbor: 1

Distance metric: Spearman

weight: Inverse

Standardize data: true

94.4 95.6 98.9

DNAwalk

SVD

Box constraint level:

7.55

Multiclass method:

One-vs-one

Standardize data: false

96.6 97.3 No. of neighbor: 1

Distance metric: Minkowski
weight: Inverse

data: true

95.6 95.8 98.6

ZcurveFFT Box constraint level:

11.16

Multiclass method:

one-vs-all

Standardize data: false

97.5 98.1 No. of neighbor: 1

Distance metric: Euclidean

Weight: Squared inverse

Data: false

94.8 95.3 98.8

Best parameters are indicated by bold font

The optimization is not considered in the case of ensemble classifier owing to higher time complexity
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single level; hence, feature extraction method is limited to

only one possible way. On the other hand, the Fourier

transform has zero temporal resolution, so the signal cannot

be analyzed in the joint time–frequency domain. Another

major problem of FT is that any discontinuity in the input

signal cannot be represented appropriately. FT in

Fig. 4 Histograms for showing the distribution of best accuracies using PPDWT feature when assessed using a ensemble, b KNN, and c SVM

classifier

Table 8 Various evaluation

metrics obtained using the

ensemble classifier

SARS-CoV-2 lineages Sensitivity Specificity F1 score MCC Accuracy

B.1.1.7 98.80 99.15 98.21 97.58 99.06

B.1.2 100 99.62 99.87 99.68 99.84

B.1.526 92.11 99.83 94.59 94.30 99.38

P.1 98.25 100 99.12 99.03 99.84

Average 97.29 99.65 97.94 97.64 99.53

The result is obtained using PP-DWT method

Application of genomic signal processing as a tool for high-performance classification of...

123



combination with three-dimensional Z-curve representation

measured 98.8% accuracy for the CoV-Variant dataset

which is less than the PPDWT method. The time com-

plexity of both the PPDWT and ZcurveFFT methods are

relatively the same. The computational complexity is high

in the case of DNAwalkSVD as it runs a window through

the genomic sequence and then SVD is calculated. The

average time taken by DNAwalkSVD is 235 s for 10

consecutive runs. The average specificity of the proposed

techniques varies from 99.5% to 99.65% as derived from

Tables 8, 9, and 10 implying a minimal number of mis-

classifications. Also, the mean sensitivities are 97.29,

96.70, and 95.90%, respectively, for PPDWT, ZcurveFFT,

and DNAwalkSVD. The high values of F1 and MCC

suggest that all four variants have been appropriately

classified by the proposed methods. Various confusion

matrix obtained using PPDWT features are given in Fig. 7

to validate the results.

Figure 7a provides numbers of correctly and wrongly

classified variants from each category. Figure 7b, c pro-

vides additional information, such as true-positive rate,

false-negative rate, positive predictive value, and false

discovery rate of the classification. The confusion matrices

tell the misclassification rates for all the four variants of

Coronavirus investigated in our study. The proposed

algorithm classified lineage B.1.2 with 100% accuracy,

whereas there are a total of four misclassifications out of

168 in the case of B.1.1.7, two misclassifications out of 38

in the case of B.1.526, and three misclassifications out of

57 in the case of P.1. The positive predictive values (PPV)

obtained as 97.6, 99.5, 97.3, and 96.4%, respectively, for

the variants B.1.1.7, B.1.2, B.1.526, and P.1. When we

calculated the confusion matrix for the ZcurveFFT and

DNAwalkSVD techniques, we observed similar outcomes.

However, best results were achieved when utilizing the

PPDWT method. The scatter plots for the first two features

(D1 and D2) of the distance matrix for all the three

methods are given in Fig. 8.

The distance matrix has a total of 640 distance columns

which are used as a feature in the classification stage. The

four lineages are marked with separate colors in the scatter

plot. To examine the significance of the generated features,

we conducted one one-way ANOVA test. It is a filter-based

feature selection method used to find the most relevant

features using the metric p value. If the feature generates a

p value less than 0.05 then it is significant and contributes

to determining the result. The proposed method generates a

feature matrix comprising 640 features for each method. In

our case, every feature is important, since it determines the

Euclidean distances between every virus. The results of the

ANOVA test also established this fact as most of the fea-

tures generated p values below the threshold level of 0.05.

Therefore, we have considered each and every feature for

the classification of SARS-CoV-2 variants. Any reduction

in features could reduce the overall accuracy of each and

individual distance having equal significance. The result of

ANOVA test can be found in supplementary file.

5.4 Classification of Omicron dataset

The Omicron variant of SARS-CoV-2 is characterized by

the highest transmissibility rate among all SARS-CoV-2

lineages. Therefore, the Centers for Disease Control and

Prevention (CDC) designated it as a variant of concern

(VOI). The proposed method is employed successfully to

classify the Omicron variant from other SARS-CoV-2

Table 9 Various evaluation

metrics obtained using the

ensemble classifier

SARS-CoV-2 lineages Sensitivity Specificity F1 score MCC Accuracy

B.1.1.7 99.40 99.58 99.11 98.8 99.53

B.1.2 100 99.24 99.74 99.36 99.7

B.1.526 99.74 99.17 91.14 90.63 98.91

P.1 89.47 100 99.44 94.11 99.06

Average 97.15 99.5 97.35 95.65 99.3

The result is obtained using DNA-Walk SVD method

Table 10 Various evaluation

metrics obtained using the

ensemble classifier

SARS-CoV-2 lineages Sensitivity Specificity F1-score MCC Accuracy

B.1.1.7 98.21 99.36 98.21 97.58 99.06

B.1.2 100 99.62 99.87 99.68 99.84

B.1.526 92.11 100 95.89 95.73 99.53

P.1 96.49 99.31 94.83 94.33 99.06

Average 96.70 99.57 97.2 96.83 99.37

The result is obtained using Z-Curve FFT method
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Fig. 5 Various evaluation

parameters obtained employing

the proposed method:

a PPDWT, b DNAwalkSVD,

and c ZcurveFFT while

subjected to ensemble classifier
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variants. The Omicron variant BA.1 is still infecting people

with a high infection rate. To verify the effectiveness of the

proposed method, it is applied to classify Omicron variant

BA.1 from B.1.429, P.1.10, B.1.351, and B.1.525 variants

which are marked as variants being monitored (VBM). The

Omicron dataset comprised 2000 sequences taken from the

NCBI database. The Omicron variant BA.1 has a 66.45%

share in the dataset. Since the ensemble classifier emerged

as the best classifier in the previous discussion, we

employed it in the classification stage of the Omicron

dataset. The classification result is provided in Table 12.

Gathered information from Table 12 shows that all three

GSP features are efficient in extracting discriminating

features of Omicron from other variants of SARS-CoV-2.

The obtained accuracy values are more than 99% for every

case. The other evaluation parameter values also suggest

the method is efficient in classifying Omicron variants.

Thus, the method can be utilized to predict a new Omicron

sequence.

Fig. 6 Accuracies and time

comparison of PPDWT,

ZcurveFFT, and DNAwalkSVD

methods using ensemble

classifier

Fig. 7 Confusion matrixes obtained while using Ensemble classifier on PPDWT features (dataset: CoV-Variant)

Table 11 Various evaluation

parameters yielded from CoV-

Variants dataset while using

ensemble classifier

Method Average accuracy No of misclassification Time (s)

PP-DWT 98.9 6 66.68

Z-Curve FFT 98.8 8 66.36

DNA-Walk SVD 98.6 9 240
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6 Comparison and discussion

The study highlighted three genomic signal processing-

based feature extraction methods to classify SARS-CoV-2

variants with the help of machine learning classifiers. GSP

techniques are capable of capturing distinguishing features

of SARS-CoV-2 lineages in a fast and convenient way. To

demonstrate the effectiveness of the proposed techniques,

phylogenetic trees are computed for (i) simple integer

encoded sequences without feature extraction and (ii) all

three feature selection procedures using the HCoV dataset.

The phylogenetic trees are given in Figs. 9 and 10.

The phylogenetic tree given in Fig. 9 is attained using

simple integer encoded sequences of the HCoV dataset. No

GSP feature is utilized to construct the trees. The tree fails

to cluster all the six Human Coronaviruses, and hence, the

classification accuracy is poor. However, when GSP-based

features are employed to draw the phylogenetic tree, it is

able to generate accurate results. All six Human Coron-

aviruses are marked by separate colors in Fig. 10 to show

the classification of HCoV dataset using PPDWT, DNA-

walkSVD, and ZcurveFFT. The comparative results of

Fig. 8 Scatter-plot of all the three proposed genomic signal processing-based features. a PPDWT (Bior3.1 at level 10), b ZcurveFFT, and

c DNAwalkSVD generated employing CoV-Variant dataset

Table 12 Classification result of Omicron dataset using ensemble

(subspace discriminant) classifier

Feature Accuracy Sensitivity Specificity F1-score

PP-DWT 99.1 99.4 98.5 99.3

Z-curve-FFT 99.8 99.7 100 99.9

DNA-walk-SVD 99.7 99.7 99.6 99.7
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GSP-based feature extraction and without feature extrac-

tion method in the variant analysis of SARs-CoV-2 are

provided in Table 13.

The above table portrays clear evidence that the appli-

cation of GSP generated comprehensive features to classify

various lineages of SARS-CoV-2 including Omicron. For

all the datasets, accuracy values obtained without any

feature extraction fall below 90% indicating erroneous

classification.

To establish the preeminence of the suggested approach,

it is imperative to conduct a comparative analysis with the

modern state-of-the-art technique employed for the cate-

gorization of the SARS-CoV-2 virus. Our method proposed

novel ways to classify various strains of SARS-CoV-2

using signal processing-based features and machine learn-

ing tools. Many previous works of literature have studied

the classification problem of Coronavirus sequences with

the help of alignment-free machine learning approaches

hybridized with digital signal processing. However, there is

very few literature studying the SARS-CoV-2 variants and

classifying them using fast and cost-effective genomic

signal processing methods. In the majority of machine

learning approaches that are based on genomic signal

processing, the genomic sequences are transformed into

numerical sequences rather than images. Subsequently, the

process of feature extraction occurs, which is then followed

by the classification phase. Table 14 gives the comparative

result of SARS-CoV-2 classification methods. Although

the datasets used to evaluate the algorithms were not the

same, the table provides relative accuracy improvement of

the proposed method in comparison to others.

Table 14 reveals that Randhawa et al. achieved the

highest average accuracy of 100% while classifying the

Coronavirus sequences (Randhawa et al. 2020). However,

the study was conducted on limited numbers of Coron-

avirus sequences. Thus, if more numbers of sequences are

considered, then the maximum achieved accuracy may fall

due to the versatility of each and individual sequence. Also,

many machine learning algorithms require more numbers

of data points in the training dataset to be accurate in the

classification of SARS-CoV-2 variants. In Das (2022), a

GSP method integrating DWT and SVD is adopted to

extract statistical features for the classification of healthy

and COVID-19 patients. The accuracy of the method is

Fig. 9 Phylogenetic tree of

HCoV dataset computed using

simple integer mapping (T = 0,

C = 1, A = 2, and G = 3) and

without GSP feature
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comparable to the proposed method, but the time com-

plexity is higher as it used DWT and SVD simultaneously

to calculate the feature vector. Also, the method dealt with

non-homogeneous sequences due to which its practical

implication is limited. The approach developed by Naeem

and colleagues achieved a peak accuracy of 100%. How-

ever, this method also examined a limited number of

genomic sequences for the purpose of classification

(Naeem et al. 2021). The computational complexity of this

signal processing-based method is on the higher side as

they have calculated nine distinct features including seven-

moment invariant features for classification purposes.

Singh et al. suggested a digital filtering method for dis-

crimination of SARS-CoV-2 and non-SARS-CoV-2

requiring only 0.31 s to compare 1582 sequences (Singh

et al. 2021). Very recently, Arslan proposed a CpG island

and similarity features-based ML method which produced

comparable results to our method (Arslan 2021a). How-

ever, they worked with a binary classification problem

comprising two classes which are SARS-CoV-2 and non-

SARS-CoV-2 sequences. It is arduous to classify the var-

ious lineages of Coronavirus by identifying the smoothest

traits. Our algorithm performed admirably in that respect,

as it successfully discriminated between all the various

strains of Coronavirus simultaneously. The method is

useful to classify Omicron variant of Coronavirus. Basu

et al. applied deep learning methods to classify various

Coronavirus variants, but the maximum achieved accuracy

for their method was 92.5%, while the average accuracy

was found to be a mere 73.25% (Basu and Campbell 2021).

The purpose of their study is similar to the proposed

method as they have studied 20 different lineages of

Fig. 10 The phylogenetic tree

of the HCoV dataset computed

using the all the three GSP-

based features

Table 13 Comparison of accuracy values obtained employing all the

datasets when subjected to feature extraction and without any feature

extraction

Dataset With GSP feature Without feature extraction

HCoV PPDWT: 100%

ZcurveFFT: 100%

DNAwalkSVD: 100%

89.4%

CoV-Variant PPDWT: 98.9%

ZcurveFFT: 98.8%

DNAwalkSVD: 98.6%

89.8%

Omicron PPDWT: 99.1%

ZcurveFFT: 99.8%

DNAwalkSVD: 99.7%

88.6%

Classifier used is ensemble
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Table 14 Comparison with existing state-of-art classification techniques of SARS-CoV-2 variants

Study Method Dataset Number of

sequences

studied

Accuracy

(avg.)

Accuracy

(best)

Das (2022) DWT features extracted from STFT with SVM and

KNN classifier

COVID-19 infected

patient (156)

Healthy patient (104)

260 97.67% 99.17%

Hammad

et al. (2023)

Deep features extracted from eight-order FCGR

images with

KNN classifier

COVID-19 (3700)

HCoV-HKU1 (412)

HCoV-NL63 (637)

MERS-CoV (734)

HCoV-OC43 (1351)

SARS-CoV-1 (64)

HCoV-229E (465)

7363 99% 99.71%

Khodaei et al.

(2023)

Sliding window technique on LPC model with SVM

classifier

SARS-CoV-2 (344)

Influenza (706)

1050 99% 99.4%

Randhawa

et al. (2020)

Fast Fourier Transform with

LDA, SVM, KNN, Ensemble

SARS-CoV-2 (29)

Sarbecovirus (47)

76 100% 100%

Rui et al.

(2020)

Chaos-Game-Representation with

LR, RF, KNN, NN, CNN, RNN

SARS-CoV-2 (1638)

SARS-CoV-1 (351)

MERS-CoV (321)

2310 96.7% 99.9%

Singh et al.

(2021)

Digital filters with

KNN, DT, RF, SVM

SARS-CoV-2 (615) and

non-SARS-CoV-2 (967)

1582 97.47% 98.78%

Basu and

Campbell

(2021)

K-mer based Long short-Term Memory with RNN SARS-CoV-2 variants (20

lineages)

20 lineages 73.25% 92.5%

Naeem et al.

(2021)

Discrete Fourier Transform, Discrete Cosine

Transform, Seven moment invariants with KNN and

NN

SARS-CoV2 (76)

SARS-CoV-1 (76)

MERS-CoV (76)

228 99.45% 100%

Arslan

(2021a)

SVM, Naı̈ve Bayes, KNN, RF with CpG island based

features

SARS-CoV-2 (1000) and

non-SARS-CoV-2 (331)

1331 90% 93%

Arslan and

Arslan

(2021)

KNN with L1 type metrics with CPG based features SARS-CoV-2 (1000)

Non SARS-CoV-2 (592)

1592 94.92% 98.4%

Arslan

(2021b)

KNN, SVM, DT, AdaBoost, MLP,RF

with CpG island and similarity features

SARS-CoV-2 (1000)

AlphaCov (92)

BetaCoV (523)

RaTG BatCoV (1)

1616 99.56% 99.8%

Proposed KNN, SVD & Ensemble with DFT, DWT, and SVD

computed features

SARS-CoV-2 variants

[B.1.1.7 (168)

B.1.2 (377)

B.1.526 (38)

P.1 (57)]

640 99.15% 99.8%

SARS-CoV-2 variants

[B.1.351 (32)

B.1.429 (530)

B.1.525 (29)

BA.1 (1329)

P.1.10 (80)]

2000
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SARS-CoV-2 to classify them using deep learning models.

However, the main disadvantage of the method is that it

obtained very low values of accuracy when classifying the

chosen variants of SARS-CoV-2 sequences. There are

several alternative approaches outlined in Table 14 that

have produced lower accuracy results compared to the

suggested method (Hammad et al. 2023; Khodaei et al.

2023; Arslan and Arslan 2021; Arslan 2021b). Some deep

learning methods based on X-ray or CT-scan images were

also reported in the literature to detect the SARS-CoV-2

virus (Ozturk et al. 2020; Jain et al. 2020; Asnaoui and

Chawki 2020; Apostolopoulos and Mpesiana 2020). A

deep learning technique proposed by Lopez-Rincon used

various human Coronavirus genome sequences to distin-

guish the SARS-CoV-2 virus. The dataset for their exper-

iment contained 553 sequences, including MERS-CoV,

HCoV-NL63, HCoV-OC43, HCoV-229E, HCoV-HKU1,

and SARS-CoV-1. They obtained an average accuracy of

98.75% which is very close to our results (Lopez-Rincon

et al. 2020a). In another experiment, Lopez-Rincon et al.

classified Coronavirus lineage B.1.1.7 from other lineages

using a convolutional neural network. The dataset for this

experiment contained 8923 numbers of sequences taken

from GISAID. The method yielded an average accuracy of

99% (Lopez-Rincon et al. 2020b). Another study con-

ducted by Adetiba et al. developed a DeepCovid-19 tool to

distinguish SARS-CoV-2, SARS-CoV-1, and MERS viru-

ses. They produced Z-curve images of Coronaviruses for

the purpose of implementing them in deep learning models

to classify each group. The best-obtained accuracy in this

study is 90% obtained by employing the transfer learning-

based CNN model (Adetiba et al. 2022). It is worth men-

tioning that deep learning (DL) models take a long time to

train datasets, and the memory requirement of DL models

is also very high compared to ML models.

7 Conclusion

After the emergence of the COVID-19 pandemic, its ten-

drils have permeated numerous nations and cast a profound

impact upon them. Since that time, numerous iterations of

the SARS-CoV-2 virus have traversed the globe periodi-

cally, infiltrating the innate immune system of human

beings. Many of these variants have mutations in spike

protein and can invade the attained antibodies produced in

the human body after the vaccination. Omicron variants of

SARS-CoV-2 are still spreading at a very fast pace all over

the world. However, finding every sub-variant is difficult,

because it calls for accurate diagnostic tests and a lot of

processing time. Consequently, it is necessary to create

novel technologies that can detect COVID-19 viral varia-

tions at the fundamental level. In this regard, the genomic

signal processing-based approach can be life-saving,

because it produces the best degree of classification accu-

racy for SARS-CoV-2 variations while requiring less time

and money.

In this work, three signal processing-based methods are

applied for the classification of three datasets HCoV, CoV-

Variants, and Omicron. Unlike, the alignment-based

method, the time complexity of this method is less. The use

of a second-generation lifting algorithm employing Bior

accelerated the overall process and facilitated the com-

parison of numerous genomic sequences measuring 30 K

in length within a span of just one minute. We employed

ML-based classifiers SVM, KNN, and Ensemble in the

proposed method. The result through various evaluation

parameters showed the highest accuracy using the ensem-

ble classifier, but the time complexity of the ensemble

method is quite high compared to SVM and KNN. To

attain the highest level of accuracy within a limited span of

time, it becomes imperative to optimize the design

parameters of both the Support Vector Machine (SVM) and

K-Nearest Neighbors (KNN) classifier. We used the

Bayesian optimization technique and achieved 98.6%

accuracy with the SVM classifier and PP-DWT feature.

The overall performance and computational efficiency of

the proposed machine learning-based model are very good

compared to present alignment-free and alignment-based

ML and DL methods.

The proposed method is extended to detect Omicron

from other lineages and proved to be efficient. Second-

generation discrete wavelet transform is utilized first time

in COVID-19 detection and lineage identification. The

method is found to be very much efficient in acquiring

detailed information about a SARS-CoV-2 sequence at

different decomposition levels. Windowed SVD and DFT

tools are equally efficient in detecting the Omicron variant

which is currently tagged as VOC by the CDC. The pro-

posed method could play a pivotal role in distinguishing

any virulent strain of SARS-CoV-2 in future pandemics.

However, the classification of SARS-CoV-2 variants using

the proposed method still lags in some areas that need to be

addressed in future studies.

1. The proposed method depends on the classification

accuracy of the supervised machine learning algorithm.

All the supervised-based machine learning algorithms

required adequate numbers of pre-labeled datasets.

Also, the collection of large datasets comprising

sequences of each and every variant in the same

proportion is sometimes difficult due to their non-

availability in online databases. Therefore, data imbal-

ance might be an issue with the classification of SARS-

CoV-2 virus sequences using a supervised machine

learning algorithm. Data resampling techniques can be
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adopted to address the issue. Therefore, stratified cross-

validation techniques could be utilized for precise

evaluation of the model. In the stratified k-fold cross-

validation method, the dataset is partitioned into

k-folds, such that the mean response value is somehow

equal in all the partitions.

2. Genome sequencing programs provide information

about each and every mutation taking place in the virus

genome as well as the relative positions of such

mutations in virus structure. Thus, it can provide detailed

information on any SARS-CoV-2 sequence. It has the

ability to identify new variants as well as classify a

sequence as per previously available lineages. The

proposed model has a limitation as it could not provide

details about any new mutation taking place in the virus

genome. However, it has the capability to differentiate

SARS-CoV-2 sequences in terms of alteration in various

base positions. Thus the method is suitable for the initial

screening of a SARS-CoV-2 variant, since it takes a few

seconds to generate the result.

Since the classification problem of SARS-CoV-2 vari-

ants using genomic signal processing methods is still new

and evolving, there is a lot of scope for improvements.

Also considering that various sub-variants are triggering

Coronavirus waves, we will consider the protein sequences

of SARS-CoV-2 variants for classification purposes in

coming studies. Since most of the Pango lineages have

mutations in spike protein, therefore, the study of protein

sequences could reveal detailed information about every

variant thus making the classification problem more accu-

rate. Also, the total number of sequences can be further

increased by obtaining other variants of concerns of SARS-

CoV-2 to validate the developed model.
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Câmara GB, Coutinho MG, Silva LMD, Gadelha WVDN, Torquato

MF, Barbosa RDM, Fernandes MA (2022) Convolutional neural

network applied to SARS-CoV-2 sequence classification. Sen-

sors 22(15):5730

Chen D, Wan S, Xiang J, Bao FS (2017) A high-performance seizure

detection algorithm based on discrete wavelet transform (DWT)

and EEG. PLoS ONE 12(3):e0173138

Cover T, Hart P (1967) Nearest neighbor pattern classification. IEEE

Trans Inf Theory 13(1):21–27

S. Kar, M. Ganguly

123

https://doi.org/10.1007/s00500-023-09577-9
https://doi.org/10.1007/s00500-023-09577-9
https://data.mendeley.com/datasets/9jpxmvg5m6/1
https://data.mendeley.com/datasets/9jpxmvg5m6/1


Das B (2022) An implementation of a hybrid method based on

machine learning to identify biomarkers in the COVID-19

diagnosis using DNA sequences. Chemom Intell Lab Syst

230:104680

Das B, Toraman S (2023) New Coronavirus 2 (SARS-CoV-2)

detection method from human nucleic acid sequences using

capsule networks. Braz Arch Biol Technol 66

Das B, Turkoglu I (2018) A novel numerical mapping method based

on entropy for digitizing DNA sequences. Neural Comput Appl

29(8):207–215
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