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In recent years, DSP has been widely used in the area of DNA sequence analysis, detection of protein cod-
ing and non-coding regions and also in finding abnormalities present in coding and non-coding regions.
Using DSP tool, the detection of protein coding and non-coding regions has been executed with great
accuracy and less complexity. In this paper, DNA nucleotide sequence is converted into corresponding
EIIP sequence in the first step. In order to make a comparative study between different FIR and IIR filters,
the sequence is passed through overall six FIR and IIR filters separately to extract the period three fre-
quency components. Finally, Gaussian filter is used to suppress the high frequency noise present in the
power spectrum. This study aims to find out most efficient FIR and IIR filters in predicting exons (coding
regions) and introns (non-coding regions) based on different evaluating parameters as follows: (i)
specificity-sensitivity values (ii) Matthews correlation coefficient (iii) Miss rate and wrong rate (iv)
Discriminating factor (v) ROC.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Artificial Intelligence & Energy Systems.
1. Introduction

A DNA molecule is a long double helical linear polymeric chain,
which stores the genetic information of living organism. It is com-
posed of four types of nitrogen bases: Adenine (A), Thymine (T),
Guanine (G) and Cytosine (C). Genes are the regions in DNA that
carry instructions to make proteins. The eukaryotic genes are
divided into exons (protein coding region) and introns (non-
coding region). Prokaryotic genes do not contain introns. The struc-
ture and protein synthesis process of prokaryotic and eukaryotic
genes are depicted in Fig. 1. The splicing process removes the
non-coding area i.e., introns leaving only coding area i.e., exons,
which contain necessary information for protein synthesis in a
DNA sequence. Protein structure which is stored in DNA depends
on genetic code. Fig. 2 shows the genetic code in which the 20
amino acids are depicted by their symbols. All proteins are made
up of combinations of 20 different amino acids except two i.e.,
tryptophan and methionine which have unique codons- UGG and
AUG, respectively. The period 3-property has been observed exper-
imentally in the protein coding region due to non-uniform codon
usage in the translation of codon into amino acids. Due to this, a
protein coding region of length N, exhibits a relatively large value
at discrete frequency k = N/3 (i.e. the spectrum of protein coding
DNA has a peak at every third component at the frequency of
2p/3) but near zero value at N/6, N/9 and other frequencies in cor-
responding magnitude spectrum [1,2]. Many digital signal process-
ing methods are utilized to effectively extract ‘period three
frequency component’ and suppress background noise. These
include Discrete Fourier Transform [3], Spectral Rotation [4], Digi-
tal Filters [5], Signal Boosting method [6], Wavelet Transform [7],
Walsh Hadamard transform [8], Z Transform [9], Fast Fourier
Transform [10], Parametric method [11] etc.

Digital filter-based algorithm employing Antinotch filter to pre-
dict the coding regions for a given gene was first proposed by Vai-
dyanathan and Yoon [12]. The Antinotch filter was later improved
by Hota et al. [13]. They introduced three Antinotch filters, namely
conjugate suppression Antinotch filter, Antinotch filter followed by
moving average filter and harmonic suppression Antinotch filter to
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Fig. 1. Protein Synthesis by Prokaryotic and Eukaryotic gene.

Fig. 2. Genetic code of Amino acids.
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Fig. 3. Block diagram of the proposed method of exon identification.

Table 1
EIIP values of DNA nucleotides.

Nucleotides EIIP Values

A 0.1260
G 0.0806
T 0.1335
C 0.1340

Table 2
Filter Specification of chosen FIR and IIR filters for exon prediction.

Filter Name Design Specification

FIR P-M Pass-Band Ripple = 0.4 dB Stop-Band
Ripple = 30 dB

FIR Kaiser
Window

Pass-band Cut-off frequencies = [0.665, 0.667]

FIR Least Square Stop-Band Cut-off frequencies = [0.65,0.68]
IIR Butterworth Pass-Band Ripple = 0.4 dB Stop-Band

Ripple = 30 dB
IIR Chebyshev Pass-band Cut-off frequencies = [0.664, 0.672]
IIR Elliptical Stop-Band Cut-off frequencies = [0.659, 0.678]
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improve the identification accuracy. A simple model using a single
band pass filter followed by a quadratic windowing operation to
detect the coding region was suggested by Fox and Carriera which
would suppress false peaks present in power spectra [14]. The
quadratic window produces a signal that has almost zero energy
in the noncoding regions, but this method was not suitable for
detecting small coding regions where strand symmetry may not
stand. To detect the small coding region effectively Tomar et al.
proposed improved Antinotch filtering with Blackman windowing,
a Harmonic Suppression Comb filter, and a parametric Minimum
Variance spectral estimator to analyse DNA sequences. Results
showed small genes of length of just 100 s of nucleotides are visi-
ble at the window size of only 117 samples [15]. The Comb filter is
further modified by Meher et al. They designed two new signal
processing filters namely generalized Comb filter, and cascaded
differentiator Comb filter which can effectively pluck the period-
3 property in a genomic sequence for the prediction of protein cod-
ing regions [16]. Recently Zhang proposed a modified statistically
optimal null filter method for recognizing protein-coding regions
3

[17]. The model performs well without the limit of window width.
Faransi in his paper, leveraged the filtering technique by combin-
ing linear predictive coding model (LPC) with modified Antinotch
filter [18]. The LPC algorithm successfully eliminated background
noises and reduced correlation between nucleotides. Various forms
of adaptive filtering techniques including least mean square and
recursive mean square are experimented in Putluary et al [19].
Although the adaptive filter models are efficient in predicting
exons, its time complexity is high due to repetitive iteration proce-
dures. Adaptive filtering is adopted in Das et al due to its robust
approach and effectiveness across all types of genes. Their work
proposed an adaptive Kaiser window, which utilised the recursive
Gauss-Newton tuning to vary side lobe height control parameter b
[20]. Kumari in her paper, designed Gaussian-Lanczos-Chebyshev
window-based FIR filter whereas Kumar applied modified
Barlett-Hanning window to detect the coding regions in a particu-
lar gene [21,22]. Kar et al provided a method to predict translated
& untranslated regions in m-RNA sequences using IIR band-pass
filter [23]. In this paper, we have designed and compared different
types of band pass filters belonging to the FIR and IIR family to
explore the exon prediction relative efficiency. The digital filters
are used to extract the period three components and sampling
out the noise and other frequency contents.

2. Materials and methods

2.1. Algorithm and flowchart

Fig. 3 below depicts the procedure employed in our experiment
to extract coding and non-coding regions from a given DNA
nucleotide sequence:

1. The nucleotide sequence of gene F.56F11.4a on chromosome III
of Caenorhabditis Elegans in FASTA format is collected from
open access NCBI website.

2. Benchmark datasets Asp67, BG570, and GENESCAN were down-
loaded from website ftp://ftp.cse.ucsc.edu/pub/dna/genes
whereas MAIZE dataset obtained from Yao et al. [24].

3. Converting the nucleotide sequences into equivalent numerical
sequences using EIIP mapping method.

http://ftp%3a//ftp.cse.ucsc.edu/pub/dna/genes


Fig. 4. Exon regions predicted on the gene sequence F56F11.4a by applying FIR filters (a) P-M (b) Kaiser (c) L-S.

Fig. 5. Exon regions predicted on the gene sequence F56F11.4a by applying IIR filters (a) Butterworth (b) Chebyshev-II (c) Elliptical.
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4. Extracting the ’Three base periodicity’ components using FIR/IIR
bandpass filter using suitable parameters.

5. Removing high frequency noise by Gaussian kernel filter. Out-
put of filter is calculated as power spectrum density. Definitive
peaks in spectrum indicate exons.

6. Predicting exons and introns in the given nucleotide sequence
according to chosen threshold value.

2.2. DNA sequence database

In order to demonstrate the performance of FIR and IIR filters
we have chosen the DNA sequence of gene F.56F11.4a on chromo-
some III of Caenorhabditis Elegans commonly known as C Elegans
(accession number AF099922 from the NCBI website). C Elegans is
a type of worm, which comes from the same ancestor as human.
The gene has five distinct exons, relative to nucleotide position
4

7021 according to the NCBI database. These regions are 3156–
3267, 4756–5085, 6342–6605, 7693–7872 and 9483–9833 [25].
The accuracy of the model is also tested on various other datasets.
2.3. DNA numerical representation and prediction of protein coding
region using digital filter

DNA character strings are mapped into one or more numerical
sequences. As the selection of encoding schemes greatly influence
the results of exon and intron finding problem, choosing a best sui-
ted numeric representation is necessary for this application. Vari-
ous types of encoding schemes and their properties are largely
described in Ning Yu et al. [26]. In this work, we applied the Elec-
tron Ion Interaction Potential (EIIP) mapping method based on
physico-chemical property for converting symbolic DNA sequences



Fig. 6. Receiver Operating Characteristic Plot of Gene AF099922.

Fig. 8. ROC plot of various benchmark datasets evaluated on IIR Elliptical filter.

Fig. 7. ROC plot of various benchmark datasets evaluated on Parks-McClellan FIR filter.
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Table 3
Gene prediction accuracy at nucleotide level for F56F11.4a at Th = 0.2.

Type of Filter Sensitiviy Sn Specificiy Sp Matthews Correlation Coefficient MCC Precision Accuracy

FIR (Kaiser Window) 0.81 0.96 0.75 0.77 0.93
FIR (Parks-Macllelan) 0.82 0.95 0.76 0.77 0.93
FIR (Least square) 0.79 0.96 0.74 0.77 0.93
IIR (Butterworth) 0.84 0.95 0.76 0.76 0.94
IIR (Chebyshev-II) 0.74 0.94 0.66 0.69 0.91
IIR (Elliptical) 0.85 0.94 0.74 0.73 0.93

Table 4
Gene prediction accuracy at exon level for F56F11.4a at Th = 0.2.

Type of filter Discriminating Factor (D) Miss Rate (MR) Wrong Rate (WR) Peak Ratio ( PR) Signal to Noise Ratio (SNR)

FIR (Kaiser Window) 1.78 0 0.17 3.14 1.2
FIR (Parks-Macllelan) 1.81 0 0.17 3.15 1.23
FIR (Least square) 1.75 0 0.17 3.14 1.17
IIR (Butterworth) 2 0 0 3 1.28
IIR (Chebyshev-II) 1.99 0 0.29 3.13 1.11
IIR (Elliptical) 2.18 0 0 3.098 1.28

Table 5
Nucleotide ranges for exons and introns measured using deployed filters for sequence F56F11.4a at Th = 0.2.

Type of Filter Order of Filter Exon 1 Exon 2 Exon 3 Exon 4 Exon 5

FIR (Kaiser Window) 266 950–1094 (144) 2532–2913 (381) 4082–4397 (315) 5467–5620 (153) 7412–7690 (278)
FIR (Parks-Macllelan) 216 964–1094 (130) 2558–2916 (358) 4084–4397 (313) 5468–5619 (151) 7421–7683 (262)
FIR (Least-square) 231 962–1090 (128) 2560–2910 (350) 4086–4393 (307) 5469–5618 (149) 7426–7685 (259)
IIR (Butterworth) 6 889–1086 (197) 2562–2935 (373) 4081–4390 (309) 5482–5701 (219) 7402–7681 (279)
IIR (Chebyshev-II) 4 881–1020 (139) 2664–2927 (263) 4099–4391 (292) 5499–5675 (176) 7440–7675 (235)
IIR (Elliptical) 3 891–1113 (222) 2555–2943 (388) 4077–4392 (315) 5478–5702 (224) 7400–7688 (288)
NCBI RANGES 928–1039 (111) 2528–2857 (329) 4114–4377 (263) 5465–5644 (179) 7255–7605 (350)

Table 6
Details information of designed filters.

Filter Type Filter Structure Filter
length

Implementation Cost

Numbers of
Multipliers

Numbers of
Adders

Numbers of
States

Multiplications per
input Samples

Additions per
input Samples

Average Time
Elapsed (ms)

KaiserWindow Direct Form- II
Transposed

267 267 266 266 267 266 68

Parks-
Macllelan

Direct Form-II
Transposed

217 217 216 216 217 216 165

Least-Square Direct Form- II
Transposed

232 232 231 231 232 231 0.05

Butterworth Direct Form- II
Transposed

13 19 18 12 19 18 93

Chebyshev-II Direct Form- II
Transposed

9 17 16 8 17 16 80

Elliptical Direct-Form-II
Transposed

7 12 11 6 12 11 77

Table 7
Evaluated AUC values for various Datasets.

Type of Filter Area Under ROC plot

AF099922 Asp67 BG570 GENSCAN MAIZE

Elliptical (IIR) 0.9235 0.7514 0.9252 0.8990 0.9097
P-M (FIR) 0.9473 0.7491 0.9259 0.8930 0.9451
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to numerical signals [27–30]. The EIIP values for the nucleotides
are given in Table 1.

If we substitute the EIIP values for A, C, G, and T in a DNA string
X[n], a numerical sequence is obtained which represents the distri-
bution of the free electrons energy along the DNA sequence. The
corresponding numerical sequence is termed as Y[n]. Digital band
6

pass filters can be used to extract the period three frequency com-
ponents whereas sampling out the noise and other frequency con-
tents. Further, a moving average low pass filter employing
Gaussian window is used to eliminate the high frequency compo-
nents present in the output spectra due to long range correlation
present in DNA sequences [31]. A selected sequence is passed
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through the FIR or IIR filters with specification given in Table 2, to
visualize their ability in finding exons of gene F.56F11.4a and
others dataset.

Normalized power spectral density is calculated from the out-
put signal of moving average filter using the formula:

S k½ � ¼ ðY k½ �Þ2

The output PSD plot is normalized 0–1 to get the peaks as exons.
We have employed zero phase digital filtering in MATLAB environ-
ment by processing the input data in both the forward and reverse
directions so that the phase lag of the output signal is nullified.
This will result in zero phase distortion at output.
3. Results

In this paper we applied a digital filter-based algorithm to pre-
dict the protein coding region in gene sequence. We have used fil-
tering techniques which include bandpass FIR or IIR filter at first
stage and then weighted moving average filter at second stage.
In this paper we compared the efficiency of different FIR and IIR
bandpass filtering method.

Figs. 4 & 5 are the outputs of FIR and IIR filters. The shaded
regions are the actual coding regions of gene F.56F11.4a. Figs. 6,
7 and 8 represents various Receiver Operating Characteristic plots
to evaluate the designed filters.

Table 3 summarizes the performance of the filters at nucleotide
level, whereas Table 4 shows their productivity at exon level. All
the evaluation parameters are calculated with respect to the
threshold value 0.2. This means that if the peak of an intron region
greater than 0.2 it will be considered as false positive, otherwise it
will be considered as true negative.

It is found that in general all the filters show distinct peaks at
protein coding regions and thus fruitful to locate introns and exons
of a given nucleotide sequence. The Elliptical and Butterworth fil-
ters output showing exactly five exons and seven introns. However
Kaiser, Parks-McClellan (P-M) and L-S filters produce one false
exon and thus resulting a total of six exons and eight introns in
power spectrum. The application of Chebyshev-II filter on the given
sequence resulting in two false exons. Results in terms of these
evaluation criterions clearly suggest P-M among the FIR filters
and Elliptical among the IIR filters are best in terms of finding
exons and introns in eukaryotic gene. Although the values of Speci-
ficity, MCC & Precision parameters are slightly better in case of
Butterworth filter comparing to the Elliptical one, filter order is
half in case of Elliptical which can be verified in Table 6. It is found
that the accuracy level of the P-M technique is 0.93 and that is of
Elliptical filter is also 0.93, suggesting the methods are very much
productive in this context. Results also indicate the fact that IIR fil-
ters performance is slightly better than its FIR counterparts in
terms of wrong rate. In all the filters experimented, the P-M filter-
ing methods show best results compared to the other filtering
approaches.

We have summarized the predicted introns and exons locations
in Table 5. Filter order is also specified accordingly. The results sug-
gest our experimental findings are very close to NCBI ranges. The
figures in the brackets indicate the length nucleotides in each exon.

From the above table it is clear that IIR filter can achieve the
same results with lower order filter. This information will come
handy while choosing between FIR and IIR filter because lower
order of filter refers to minimum hardware requirement while
designing a practical filter. Table 6 summarize details information
of two filters employed in our experiment.

To compare the performance of FIR & IIR filters, Receiver Oper-
ating Characteristic (ROC) curves are plotted for gene AF099922
7

and four others benchmark datasets. The results are listed in Figs. 6,
7 and 8.

ROC curve measures sensitivity and specificity at various
threshold level to evaluate the performance of the filters. Area
under ROC curve which is known as AUC are measured for P-M
and Elliptical filters. The AUC value close to 1 supposed to provide
good classification accuracy. The Higher is the AUC, the better is
the model at discriminating between exons and introns. Table 7
is used to report the measured AUC values.
4. Conclusions

To measure the effect of various filtering methods to extract
protein coding regions, we have estimated different evaluation
parameters. The evaluation process is done in three ways:

i) Prediction accuracy at nucleotide level.
ii) Prediction accuracy at exon level.
iii) Receiver Operating Characteristic plot.

Proposed algorithm figured out the exon locations of gene
F.56F11.4a precisely. To analyze the results of our experiment
and study the performance of FIR and IIR filters, different evalua-
tion parameters are measured. From the result it is evident that
Parks-McClellan(P-M) FIR filter produces most accurate results in
terms of ROC plot. Some of the important characteristics of FIR
and IIR filters which are reflected in the experiment are:

i. Firstly, the number of necessary multiplications is least in IIR
filter and most in FIR filter.

ii. Secondly linear phase is seen in IIR filters but there is no lin-
ear phase is observed in FIR filters.

iii. Thirdly Required coefficient memory in IIR filters is less than
in FIR filters and

iv. Finally, stability must be designed in IIR filters whereas it is
guaranteed in FIR filters.
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